Технологии машинного обучения. Лабораторная работа №7
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!pip install swig

!pipinstallgym[box2d]

!pipinstallpyglet

Looking in indexes: [https://pypi.org/simple,](https://pypi.org/simple)<https://us-python.pkg.dev/colab-wheels/public/simple/>Requirement already satisfied: swig in /usr/local/lib/python3.10/dist-packages (4.1.1)

Looking in indexes: [https://pypi.org/simple,](https://pypi.org/simple)<https://us-python.pkg.dev/colab-wheels/public/simple/>

Requirement already satisfied: gym[box2d] in /usr/local/lib/python3.10/dist-packages (0.25.2)

Requirement already satisfied: numpy>=1.18.0 in /usr/local/lib/python3.10/dist-packages (from gym[box2d]) (1.22.4)

Requirement already satisfied: cloudpickle>=1.2.0 in /usr/local/lib/python3.10/dist-packages (from gym[box2d]) (2.2.1)

Requirement already satisfied: gym-notices>=0.0.4 in /usr/local/lib/python3.10/dist-packages (from gym[box2d]) (0.0.8)

Requirement already satisfied: box2d-py==2.3.5 in /usr/local/lib/python3.10/dist-packages (from gym[box2d]) (2.3.5)

Requirement already satisfied: pygame==2.1.0 in /usr/local/lib/python3.10/dist-packages (from gym[box2d]) (2.1.0)

Requirement already satisfied: swig==4.\* in /usr/local/lib/python3.10/dist-packages (from gym[box2d]) (4.1.1)

Looking in indexes: [https://pypi.org/simple,](https://pypi.org/simple)<https://us-python.pkg.dev/colab-wheels/public/simple/>

Requirement already satisfied: pyglet in /usr/local/lib/python3.10/dist-packages (2.0.7)

%%bash # Install additional packages for visualization sudo apt-get install -y python-opengl > /dev/null 2>&1 pip install git+https://github.com/tensorflow/docs > /dev/null 2>&1

import collections import gym import numpy as np import statistics import tensorflow as tf import tqdm

from matplotlib import pyplot as plt from tensorflow.keras import layers from typing import Any, List, Sequence, Tuple

# Create the environment env = gym.make("LunarLander-v2")

# Set seed for experiment reproducibility seed = 42 tf.random.set\_seed(seed) np.random.seed(seed)

# Small epsilon value for stabilizing division operations eps = np.finfo(np.float32).eps.item()

/usr/local/lib/python3.10/dist-packages/ipykernel/ipkernel.py:283: DeprecationWarning: `should\_run\_async` will not call `transform\_ and should\_run\_async(code)

/usr/local/lib/python3.10/dist-packages/gym/core.py:317: DeprecationWarning: WARN: Initializing wrapper in old step API which retur deprecation(

/usr/local/lib/python3.10/dist-packages/gym/wrappers/step\_api\_compatibility.py:39: DeprecationWarning: WARN: Initializing environme deprecation(

Модель

class ActorCritic(tf.keras.Model): """Combined actor-critic network."""

def \_\_init\_\_( self, num\_actions: int, num\_hidden\_units: int): """Initialize.""" super().\_\_init\_\_()

self.common = layers.Dense(num\_hidden\_units, activation="relu") self.actor = layers.Dense(num\_actions) self.critic = layers.Dense(1)

def call(self, inputs: tf.Tensor) -> Tuple[tf.Tensor, tf.Tensor]:

x = self.common(inputs)

return self.actor(x), self.critic(x)

num\_actions = env.action\_space.n # 2 num\_hidden\_units = 128 model = ActorCritic(num\_actions, num\_hidden\_units)

# Сбор обучающих данных

# Wrap Gym's `env.step` call as an operation in a TensorFlow function. # This would allow it to be included in a callable TensorFlow graph.

def env\_step(action: np.ndarray) -> Tuple[np.ndarray, np.ndarray, np.ndarray]:

"""Returns state, reward and done flag given an action."""

state, reward, done, truncated = env.step(action) return (state.astype(np.float32), np.array(reward, np.int32), np.array(done, np.int32))

def tf\_env\_step(action: tf.Tensor) -> List[tf.Tensor]:

return tf.numpy\_function(env\_step, [action], [tf.float32, tf.int32, tf.int32])

def run\_episode( initial\_state: tf.Tensor, model: tf.keras.Model, max\_steps: int) -> Tuple[tf.Tensor, tf.Tensor, tf.Tensor]: """Runs a single episode to collect training data."""

action\_probs = tf.TensorArray(dtype=tf.float32, size=0, dynamic\_size=True) values = tf.TensorArray(dtype=tf.float32, size=0, dynamic\_size=True) rewards = tf.TensorArray(dtype=tf.int32, size=0, dynamic\_size=True)

initial\_state\_shape = initial\_state.shape state = initial\_state

for t in tf.range(max\_steps):

# Convert state into a batched tensor (batch size = 1) state = tf.expand\_dims(state, 0)

# Run the model and to get action probabilities and critic value action\_logits\_t, value = model(state)

# Sample next action from the action probability distribution action = tf.random.categorical(action\_logits\_t, 1)[0, 0] action\_probs\_t = tf.nn.softmax(action\_logits\_t)

# Store critic values values = values.write(t, tf.squeeze(value))

# Store log probability of the action chosen

action\_probs = action\_probs.write(t, action\_probs\_t[0, action])

# Apply action to the environment to get next state and reward state, reward, done = tf\_env\_step(action) state.set\_shape(initial\_state\_shape)

# Store reward rewards = rewards.write(t, reward)

if tf.cast(done, tf.bool): break

action\_probs = action\_probs.stack() values = values.stack() rewards = rewards.stack()

return action\_probs, values, rewards

def get\_expected\_return( rewards: tf.Tensor, gamma: float, standardize: bool = True) -> tf.Tensor: """Compute expected returns per timestep.""" n = tf.shape(rewards)[0]

returns = tf.TensorArray(dtype=tf.float32, size=n)

# Start from the end of `rewards` and accumulate reward sums

# into the `returns` array rewards = tf.cast(rewards[::-1], dtype=tf.float32) discounted\_sum = tf.constant(0.0) discounted\_sum\_shape = discounted\_sum.shape for i in tf.range(n): reward = rewards[i] discounted\_sum = reward + gamma \* discounted\_sum discounted\_sum.set\_shape(discounted\_sum\_shape) returns = returns.write(i, discounted\_sum) returns = returns.stack()[::-1]

if standardize:

returns = ((returns - tf.math.reduce\_mean(returns)) / (tf.math.reduce\_std(returns) + eps)) return returns Actor-Critic loss

huber\_loss = tf.keras.losses.Huber(reduction=tf.keras.losses.Reduction.SUM)

def compute\_loss( action\_probs: tf.Tensor, values: tf.Tensor, returns: tf.Tensor) -> tf.Tensor: """Computes the combined Actor-Critic loss.""" advantage = returns - values

action\_log\_probs = tf.math.log(action\_probs) actor\_loss = -tf.math.reduce\_sum(action\_log\_probs \* advantage) critic\_loss = huber\_loss(values, returns) return actor\_loss + critic\_loss

# Функция шага обучения

optimizer = tf.keras.optimizers.Adam(learning\_rate=0.01)

@tf.function def train\_step( initial\_state: tf.Tensor, model: tf.keras.Model, optimizer: tf.keras.optimizers.Optimizer, gamma: float, max\_steps\_per\_episode: int) -> tf.Tensor: """Runs a model training step.""" with tf.GradientTape() as tape:

# Run the model for one episode to collect training data action\_probs, values, rewards = run\_episode( initial\_state, model, max\_steps\_per\_episode)

# Calculate the expected returns returns = get\_expected\_return(rewards, gamma)

# Convert training data to appropriate TF tensor shapes action\_probs, values, returns = [ tf.expand\_dims(x, 1) for x in [action\_probs, values, returns]]

# Calculate the loss values to update our network loss = compute\_loss(action\_probs, values, returns)

# Compute the gradients from the loss grads = tape.gradient(loss, model.trainable\_variables)

# Apply the gradients to the model's parameters optimizer.apply\_gradients(zip(grads, model.trainable\_variables)) episode\_reward = tf.math.reduce\_sum(rewards) return episode\_reward

# Цикл обучения

%%time

min\_episodes\_criterion = 100 max\_episodes = 10000 max\_steps\_per\_episode = 500

# `CartPole-v1` is considered solved if average reward is >= 475 over 500

# consecutive trials reward\_threshold = 140 running\_reward = 0

# The discount factor for future rewards gamma = 0.99

# Keep the last episodes reward

episodes\_reward: collections.deque = collections.deque(maxlen=min\_episodes\_criterion)

t = tqdm.trange(max\_episodes) for i in t:

initial\_state = env.reset()

initial\_state = tf.constant(initial\_state, dtype=tf.float32) episode\_reward = int(train\_step( initial\_state, model, optimizer, gamma, max\_steps\_per\_episode))

episodes\_reward.append(episode\_reward) running\_reward = statistics.mean(episodes\_reward)

t.set\_postfix( episode\_reward=episode\_reward, running\_reward=running\_reward)

# Show the average episode reward every 10 episodes if i % 10 == 0:

pass # print(f'Episode {i}: average reward: {avg\_reward}')

if running\_reward > reward\_threshold and i >= min\_episodes\_criterion: break print(f'\nSolved at episode {i}: average reward: {running\_reward:.2f}!')
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50%|████

▉

| 4951/10000 [22:16<22:42, 3.71it/s, episode\_reward=197, running\_reward=140]

Solved at episode 4951: average reward: 140.12!

CPU times: user 24min 56s, sys: 29.8 s, total: 25min 26s

Wall time: 22min 16s

Визуализация

# Render an episode and save as a GIF file

from

IPython

import

display

as

ipythondisplay

from

PIL

import

Image

render\_env = gym.make(

"LunarLander-v2"

, render\_mode=

'rgb\_array'

)

def

render\_episode

(

env

:

gym

.

Env

,

model

:

tf

.

keras

.

Model

,

max\_steps

:

int

):

state = env.reset()

state = tf.constant(state, dtype=tf.float32)

screen = env.render()

images = [Image.fromarray(screen[

0

])]

for

i

in

range

(

1

, max\_steps +

1

):

state = tf.expand\_dims(state,

0

)

action\_probs, \_ = model(state)

action = np.argmax(np.squeeze(action\_probs))

state, reward, done, truncated = env.step(acti

on)

state = tf.constant(state, dtype=tf.float32)

# Render screen every 10 steps

if

i %

10

==

0

:

screen = env.render()

images.append(Image.fromarray(screen[

0

]))

if

done:

break

return

images

# Save GIF image

images = render\_episode(render\_env, model, max\_ste

ps\_per\_episode)

image\_file =

'cartpole-v1.gif'

# loop=0: loop forever, duration=1: play each fram

e for 1ms

images[

0

]

.save

(

image\_file, save\_all=

True

, append\_images=images[

1

:]

, loop

=

0

, duration=

1

)

![](data:image/png;base64,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)

import

tensorflow\_docs.vis.embed

as

embed

embed.embed\_file(image\_file)